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In plants, as in animals, the core mechanism to retain rhythmic gene expression relies on the
interaction of multiple feedback loops. In recent years, molecular genetic techniques have revealed
a complex network of clock components in Arabidopsis. To gain insight into the dynamics of these
interactions, new components need to be integrated into the mathematical model of the plant clock.
Our approach accelerates the iterative process of model identification, to incorporate new
components, and to systematically test different proposed structural hypotheses. Recent studies
indicate that the pseudo-response regulators PRR7 and PRR9 play a key role in the core clock of
Arabidopsis. We incorporate PRR7 and PRRY into an existing model involving the transcription
factors TIMING OF CAB (TOC1), LATE ELONGATED HYPOCOTYL (LHY) and CIRCADIAN CLOCK
ASSOCIATED (CCA1). We propose candidate models based on experimental hypotheses and identify
the computational models with the application of an optimization routine. Validation is
accomplished through systematic analysis of various mutant phenotypes. We introduce and apply
sensitivity analysis as a novel tool for analyzing and distinguishing the characteristics of proposed

architectures, which also allows for further validation of the hypothesized structures.
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Introduction

Circadian clocks are present in many organisms (Harmer et al,
2001; Ditty et al, 2003; Stanewsky, 2003) allowing them to
predict cyclic changes in the environment. These clocks
generate oscillating rhythms with a period length of approxi-
mately 24 h, the time needed for one rotation of the earth
around its axis. These rhythms can be entrained by external
stimuli such as light and temperature changes, but persist even
in their absence. Significant progress has been made recently
in identifying key genes involved in the plant circadian clock
using the model plant Arabidopsis thaliana.

Although the elucidation of the molecular mechanisms of
the circadian oscillator in plants is still in its infancy, recent
studies indicate that it is likely to be formed of multiple
interacting feedback loops (Salome and McClung, 2004).
In Arabidopsis, the first suggested regulatory loop involves
the transcription factors CIRCADIAN CLOCK-ASSOCIATED 1
(CCA1) and LATE ELONGATED HYPOCOTYL (LHY), and the
pseudo-response regulator TIMING OF CAB EXPRESSION
(TOC1). CCAl1 and LHY are partially redundant genes
expressed in the morning that have been shown to inhibit
TOCI expression by binding to a specific site in its promoter
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(Harmer et al, 2000; Alabadi et al, 2001). In turn TOC1, which
peaks at dusk, is necessary for the correct pattern of CCAI and
LHY expression (Alabadi et al, 2002; Mas et al, 2003a). The
important effects of the pseudo-response regulators PRR7 and
PRR9 on the clock have been described only recently (Farre
et al, 2005; Salome and McClung, 2005). While single
mutations in either PRR7 or PRR9 have only small effects,
the prr7prr9 double mutant results in an extremely long
phenotype; the free running period is longer than 30h.
Furthermore, PRR7 and PRR9 are potentially involved in light
input to the clock, either in a direct or an indirect way through
LHY/CCA1 (Farre et al, 2005). Although these two genes
appear to play partially redundant roles in the generation of
stable oscillations, PRR7 and PRR9 have distinct roles in light
perception by the circadian system.

Together with experimentation, modeling generates insight
into the genetic interactions. Mathematical models allow for
a detailed study of the dynamics and architecture of complex
gene networks (Savageau, 1971; Glass and Kauffman, 1973;
Novak and Tyson, 1997; Smolen et al, 2000). Computational
models of circadian oscillators capable of reproducing basic
characteristics of the experimentally observed rhythms have
been described for various organisms in the past (Neurospora
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(Leloup et al, 1999; Ruoff et al, 2001); mammals (Forger and
Peskin, 2003; Leloup and Goldbeter, 2003); Drosophila (Tyson
et al, 1999; Smolen et al, 2004)). Models have been
constructed initially with structures that account for desired
clock characteristics with a minimal number of components.
It is however important to include novel components that are
later discovered into these first generation oscillators in the
next modeling step. To accomplish this process and keep
models consistent with experimental understanding, constant
iteration with experimentation is needed and plays a sig-
nificant role in the validity of mathematical models. Another
challenge facing modelers is parameter estimation. Single
parameters do not always have a direct correlation to a
biochemical process and the measurement of reaction rates is
either noisy or not possible. Therefore, broad ranges of values
had to be derived from the literature with little supporting data
available to the biological system of interest. This makes
modeling highly dependent on the choice of an initial working
parameter set. Recently, the first mathematical models for
Arabidopsis have been proposed (Locke et al, 2005a, b). A key
contribution of that work was the application of optimization
methods to estimate parameters that best account for a
selection of clock characteristics.

There are several features that can be used to assess model
fidelity. Plants show oscillations with a free-running period of
approximately 24 h. The specific molecular oscillations occur
with distinct phase relationships to each other and to the light-
dark cycle, and also maintain stable phase relationships in
free-running conditions. Their clocks are shown to be
entrained to 24 h oscillations by input intervals of 24h and
to be phase responsive. The phase is altered through single
external stimuli, depending on the current phase at the time of
interference. In plants, the only modeled input for the clock so
far is light, although the inclusion of temperature influence
will be essential for modeling the plant circadian system in the
future. Another important attribute is the behavior exhibited
by mutations that affect the level or activity of genes involved
in the generation of rhythms.

Our approach presents an iterative process of model
identification, to incorporate new components and to system-
atically test different structural hypotheses. A model structure
is built using biological hypotheses and parameters are
identified via an optimization routine. Parameters are chosen
to minimize a cost function, which consists of the minimal
number of terms necessary to achieve primary clock char-
acteristics. The optimization procedure searches for a broad
minimum of the cost function by iteratively combining the best
solutions found in parameter space and subsequently decreas-
ing the searching range. Because this search covers global
parameter space, we ensure that model failure results from its
structure rather than from improperly chosen parameters. A
working model will account not only for optimized character-
istics but should also be predictive for the remaining model
metrics, in particular for several wild type and mutant
phenotypes (Tomlin and Axelrod, 2005). A model is validated
systematically by simulating the desired features for which
biological data are available. This procedure reveals the
strengths and weaknesses of the analyzed structure and
assists in the development of new hypotheses. Finally, we
introduce and apply sensitivity analysis as a novel tool for
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analyzing and distinguishing the characteristics of the
proposed model architectures. To illustrate the iteration
process, we incorporate PRR7 and PRRY into the existing
model of the circadian oscillator of Arabidopsis.

This study highlights the importance of details in genetic
interactions and light input for the main characteristics of the
plant circadian rhythm. Insight into system dynamics identi-
fies important functionalities of the hypothetical component Y
and results in a model that predicts a significant number of
clock features. We motivate further examination of PRR7 and Y
mechanisms along with the exact pathways of light influence
on the system.

Results

The Prr7-Prr9-Y network

We used the interlocked feedback loop model published in
Locke et al (2005a) as the basis for the model extension. Since
there is still insufficient experimental data on CCAI and LHY to
differentiate between their modes of regulation and their
activity, CCA1 and LHY were considered as one component,
called LHY. PRR7 and PRR9 were added in negative feedback
loops based on the biological hypothesis that they are
activated by LHY and in turn repress LHY transcription (Farre
et al, 2005), giving rise to the extended PRR7-PRR9-Y model in
Figure 1A. The new model structure thus comprises four loops:
the first developed or core loop consisting of TOC1, X and LHY,
the second interlocked loop formed by TOC1, LHY protein and
the component Y and two additional negative feedback loops
with PRR7 and PRR9Y interacting with LHY.

Model equations were set up as mass balances using
nonlinear ordinary differential equations in the form of
Michaelis—Menten and Hill kinetics (Supplementary informa-
tion). An optimal parameter set was identified using the
described optimization procedure. The applied evolutionary
strategy (ES) resulted in broad minimal optima of the cost
function and was not trapped by narrow ‘fox-holes’, which
assured high performance of the algorithm in the neighbor-
hood of the optimal solution. The cost function was designed
to fit the wild-type characteristics of period in constant light
and constant darkness, and the phases of circadian RNA
expression of the system components. The strong period
lengthening effect of the prr7prr9 double mutant was the only
non-wild-type characteristic included in the optimization
procedure. This allows the evaluation of numerous mutant
phenotypes for validation and comparison of the models.
Correct phenotype behavior, therefore, resulted from the
model structure rather than a particular parameter choice.
The developed model structure was able to reproduce the
optimized characteristics and accounts for the overall wild-
type behavior (TableI). LHYand TOC1 RNA levels peak at their
desired target ZT times and the period length in the prr7prr9
double mutant exhibits the experimentally observed long
period phenotype. However, in contrast to experimental data,
the period was longer in constant light conditions than in
constant darkness (Table I).

To further investigate the properties of the model structure,
the system was perturbed and expanded on multiple structural
locations. Biological data on mutations of all the model
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Figure 1

Schematic representation of the studied model structures. X, Y and P are hypothetical proteins. P mediates an acute light induction after a dark to light

transition (A) PRR7-PRR9-Y network. PRR7 and PRR9 have been added to the interlocked feedback loop network in two negative feedback loops. LHY protein
activates their transcription and in turn PRR7 and PRR9 protein represses the transcription of LHY in the negative arm of the loop. (B) PRR7-PRRILight-Y network.
We included light input on PRR9 transcription. (C) PRR7-PRRILight-Y’ network. We removed the acute light activation term on Y. Light enters the system by two

mechanisms, continuously and as a light pulse, denoted by P.

Table I Comparison between experimental and modeled circadian characteristics

Experimental data

Models

Interlocked PRR7-PRR9-Y PRR7-PRRILight-Y PRR7-PRRILight-Y’
Wild type
Period LL (h) 24.6° 25 26.8 25.6 25
Period DD (h) 25.9° 25.8 24.5 24.3 26.3
Peak LHY RNA ZT (h) 1? 1 1 1.2 1
Peak TOC1 RNA ZT (h) 11° 13.5 11.1 11.2 10.7
Peak PRR7 RNA ZT (h) 7 — 6.7 6.3 6.3
Peak PRR9 RNA ZT (h) 4?2 — 5.6 5.6 5.5
Mutant period relative to parental line (h) under constant light
Mutant Parental line
ccal WT -2.6 -2 0.9 —-0.7 0
tocIRNAi WT —4¢ 3 5.2 —-1.7 —-1.7
prr7 WT 1.3¢ — -2.5 —0.6 0.9
prr9 WT 0.7° — —-1.6 —-1.6 0
ztl WT 2.4° — 0 0 0
ccallhy WT arrhyt./— 7458 —7.2 —0.4 -1 0
prr7prr9 WT >57 — 6.2 8.1 7.2
prrZprr9toc1RNAi prr7prr9 -1.5 — -1 -1.1 2.4
prr9toc1RNAIL tocIRNAi 1 — —4.2 0.1 0.9

The interlocked model was described by Locke et al (2005a, b). The mutant periods in constant light conditions are given in relation to the respective wild-type value
(WT) or related mutant background (prr7prr9; tocIRNAi ) that were analyzed in the same experiment, for the experimental data, or model, for the simulated results.

AFarre et al (2005).
bSomers et al (2004).
“Mas et al (2003a).
9Mizoguchi et al (2002).
“Somers et al (2000).
‘Alabadi et al (2002).
8Locke et al (2005a,b).

Values in italics were optimized for in the parameter optimization procedure. LL, constant light; DD, constant dark.

components, with the exception of the hypothetical com-
ponents X and Y, are available (Table I) and can be directly
compared to in silico disturbances. This procedure is
analogous to the analysis of technical systems in engineering
sciences where parameter perturbations are used to classify
the performance of control structures (Doyle et al, 1992;
Levine, 1996). Through the mutant analysis, model properties
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are systematically evaluated and different structures can be
easily compared.

Since the removal of TOC1 would open two of the four loops
in the studied model structures, we simulated the tocI RNAi line
#65 (Mas et al, 2003a), which shows a daily average of 85%
reduction in RNA expression levels in comparison to the wild-
type (data not shown). In addition to the double mutations
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ccallhy (Alabadi et al, 2002; Mizoguchi et al, 2002) and prr7prr9
(Farre et al, 2005; Salome and McClung, 2005) two novel
mutant combinations were introduced. The prr9tocIRNAiI
mutant perturbs three different loops at a time, the PRR9/LHY
loop is removed, while the drastic reduction of the TOC1 RNA
level simultaneously affects X, LHY and Y. The triple mutant
prr7prr9tocIRNAI causes the disturbance of four distinct feed-
back loops: PRR7/LHY, PRR9/LHY, TOC1/X/LHY and TOC1/Y/
LHY. Single and double mutants were simulated as total
knockouts by removing the corresponding RNA and starting
the protein levels at zero initial condition. The ccal/lhy single
mutants were modeled by halving the translation rate of LHY
since one of the two components is still present. The tocIRNAi
line was simulated by reducing the RNA level to approximately
86% of its value under light-dark cycles. This was achieved by
gradually reducing the parameter for the TOC1 transcription
rate. ztl mutants were simulated by halving the two parameters
for light-dependent degradation of TOC1 protein.

The PRR7-PRR9-Y model accounted for the novel triple
mutation prr7prr9tocIRNAi (Table I) and it correctly showed
elevated levels of LHY in the prr7prr9 double mutant
(Supplementary Figure 1; Farre et al, 2005). However, this
model did not correctly predict any of the single mutant
phenotypes (Table I). In addition, PRR7 peaked slightly earlier
and PRR9 slightly later than observed experimentally leading
to almost overlapping peaks although experimentally a 3-4h
difference between the circadian peaks is observed under
light/dark cycles. Since LHY was the only activating factor of
both PRR7 and PRR9Y, different transcription rates alone cannot
result in the observed long delay. We hypothesized that one
way of achieving an earlier rise of PRR9 RNA levels would be
to incorporate the observation that PRR9 expression is strongly
regulated by light (Farre et al, 2005; Ito et al, 2005).

Light influence on PRR9—the PRR7-PRR9Light-Y
network

We introduced light-dependent regulation of PRR9 expression
to generate a new model structure (Figure 1B). Experimental

—+H&—— PRR9 RNA experimental
——— PRR7 RNA experimental
— — — PRR9 RNA model

RNA levels (a.u.)
o o o
IS o 0

°
S

Time (h)

data indicate a complex regulation of PRR9 transcription. First,
the expression of PRR9 under light/dark cycles and the light
induction of PRR9 expression seem to be almost exclusively
dependent on LHY (Farre et al, 2005). Second, there is a very
low expression of PRR9 in ethyolated seedlings (Makino et al,
2001). Third, the decrease in amplitude of PRR9 RNA
oscillations between light/dark cycles and constant light
conditions is much larger than for PRR7 (Figure 2A), indicating
that an acute light induction mechanism may regulate PRR9
transcription. The PRR7-PRR9Light-Y model therefore uses
three terms to describe PRR9 transcription:
ck
(LD gacp + LD 117 + n1g) ——=1—
10 1 CLay

The first term reflects the acute light responsiveness of PRR9,
whereas constant light activation during the subjective day is
realized through the second term. As described by Locke et al
(2005a), acute light response is mediated by a component P
that is both active and unstable in light. The last term allows
for light-independent activation through LHY to enable RNA
oscillations in constant darkness.

The parameters identified in the optimization were capable
of reproducing most of the optimized characteristics (Table I).
For PRR9 expression, the model predicted oscillations with
strongly reduced amplitude in constant light in comparison to
light/dark cycles (Figure 2A). It also resulted in the correct
phase and period for PRR9 RNA oscillations in constant light
(Figure 2B). When simulating the shift from light/dark to free
running conditions, the model missed one cycle; this reflected
alonger dynamic transient than desired due to large amplitude
changes, but did not indicate the model was incapable of
showing the correct phase response to the change in light
input. When the system had reached its new limit cycle (cyclic
trajectory) in constant light it sustained oscillations again,
which was confirmed by continuing the simulation over a
longer time period (Figure 2B). Although the oscillation
amplitude was not specified in the optimization, the model
predicted the low amplitude oscillations in constant darkness
shown by experimental data (Nakamichi et al, 2004).

—+8—— PRR9 RNA experimental
— — — PRR9 RNA model

o
©

RNA levels (a.u.)
o o
N o

o
o

0
26

Time (h)

Figure 2 Comparison between experimental expression patterns for PRR7 and PRR9 and the simulated PRR9 expression from the PRR7-PRR9Light-Y network
when released from entrained light-dark cycles to free-running light conditions (A) and for PRR9 under continuous white light (B). The cycling of PRR9/PRR7 was
analyzed by real-time PCR after reverse transcription as described in the Experimental procedures section. Values are expressed relative to /PP2 loading control.

TOC1 RNA levels are from Hazen et al (2005).
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Despite its failure to exhibit an earlier peak of PRR9
expression in light/dark cycles (Table I), the new model had
profound implications for understanding the system’s beha-
vior. Whereas all previous models resulted in an extremely
long period phenotype for tocIRNAi mutants (Table I), this
model correctly predicted a short period in constant light
conditions when TOC1 expression is significantly reduced
(Table I). In addition, the model correctly predicted the
phenotype of the novel triple mutant prr7prr9toclRNAi
(Table I, Figure 3). These results strongly enforce our
assumption that light is highly capable of modulating the
system’s response. We conclude that this iteration was an
important step in the model evolution and, consequently,
in advancing our understanding of the Arabidopsis clock
network.

Interestingly, whereas the interlocked model responds with
a clear peak shift to changes in day length, neither the PRR7-
PRR9-Y nor the PRR7-PRRILight-Y model showed phase
delays under long days. One function of a circadian clock is
the phasing of physiological processes to particular times of
the day or night. It also enables the adjustment of the phase
of specific processes in response to the length of light or dark
periods. This is described as the phase angle of entrainment
(Dunlap et al, 2004). The detection of light signals in the
evening likely mediates the phase responses caused by the
extension or shortening of the photoperiod. In the interlocked
model, evening light information is received by TOC1 via
the hypothetical component Y. Using the knowledge gained
through mathematical modeling we analyzed the behavior of
Y and TOC1 in the extended model in detail.

Detailed analysis of Gene Y

Both TOC1 and Y displayed differences in their expression
pattern in the PRR7-PRR9Light-Y model in comparison to the
interlocked model. Since no restrictions or characteristics of Y

| —H&—— CCR2:LUC experimental
| — — — TOC1 RNA PRR7-PRR9light-Ymodel

B R

N
&)

N

RNA levels (a.u.)
- @

o
o

22 34 46 58 70 82 94 106
Time (h)

Figure 3 Phenotype comparison of the PRR7-PRRILight-Y network. The
continuous line represents CCR2::LUC bioluminescence rhythms in
prr7prr9toc1RNAI lines under continuous white light (70 umol m~2s~"). This
experiment has been repeated three times with similar results. Seedlings were
entrained in white light/dark cycles (12:12h, 70 umolm=2s~") for 5-7 days
before being transferred to continuous light at ZT 0. For bioluminescence assays
single seedlings were imaged every 2.5 h for 5 days and data were normalized to
the mean luminescence value over the length of the time course. The dashed line
represents TOC1 RNA oscillations in the PRR7-PRRILight-Y network modeled
in constant light.
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were included in the optimization procedure, the resulting
expression pattern of Y RNA remained flexible and was likely
to change between the different model structures. In the PRR7-
PRR9Light-Y model Y was expressed in a single morning peak
(Figure 4B), indicating the fusion between the acute light
induced peak and the circadian peaks observed in the
interlocked model (Figure 4A). Interestingly, the peak of
TOC1 expression occurred 2 h earlier than in the interlocked
model (Table I), peaking just before dusk in a 12 h light:12h
dark photoperiod. To gain a deeper understanding of the
influence of Y on TOCI, the rate of TOC1 transcriptional
activation was plotted over time for both models. Figure 5
shows that both Yexpression patterns resulted in a very similar
activation curve, indicating that in both model structures the
morning peak is the key determinate for the system response of
TOC1 by counteracting the morning repression through LHY.

One hypothesis for the lack of the photoperiodic response is
based on the observation that in the PRR7-PRR9Light-Y model,
the TOC1 RNA peak preceded dusk, whereas in the interlocked
model, TOC1 RNA levels kept rising until light is off. TOC1
activation already decreased before darkness set in and
therefore might not be responsive to the lengthening of the
photoperiod. To test this hypothesis, we optimized for a
parameter set that provided a circadian peak of TOCI1 at ZT
13.8. This modification did not achieve any changes in the

Y RNA level
Y RNA level

0 ' — 0 '

480 492 504 516 528 480 492 504 516 528
Time (h) Time (h)

Figure 4 Patterns for Y RNA expression in the interlocked model (A) and the

PRR7-PRRILight-Y model (B) under light-dark cycles. Whereas Y shows a

transient increase in the morning and a later circadian peak in the evening in the
interlocked model, it is clearly morning expressed in the new model.

-
N

— — — TOCH1 transcription rate 7-9light-Y model

TOCH1 transcription rate interlocked model

—_
o

Transcription rate (a.u.)

516 528 540 5562

Time (h)
Figure 5 Transcription rate of TOC1 under light-dark cycles results in the
same activation pattern for the interlocked model (continuous line) and the
PRR7-PRRILight-Y (dashed line). The transcription rate is given by the effect
of LHY repression and Y activation of TOC1. The acute activation by Y in the
morning cancels the strong repression by LHY in both models and is determining
for TOC1 patterns.

480 492 504
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model’s photoperiodic response. However, detailed analysis of
Y transcriptional activation terms showed an evolving separa-
tion of the acute and the circadian peak of Y RNA with a later
peak of TOC1 (Figure 6). Thus, the timing of the TOC1 RNA
peak influenced the circadian Y RNA peak but not the phase
angle under longer or shorter photoperiods.

Another possible explanation for the lack of change in the
phase of entrainment in the PRR7 and PRR9 containing models
is the phase of Y itself. The expression of Y was strongly
influenced by the dynamics of TOC1 and LHY, which were
different between the two models (Figure 6). Phase respon-
siveness was observed when Y peaked in the later day. This
indicated that the acute light induced peak and the circadian Y
expression peaks have distinct functions. The acute peak
controlled most of the TOC1 expression and the circadian peak
modulated the fine-tuning response to day length. The
hypothetical Y component realizes a mechanism to enable
entrainment by the light to dark transition via its light
induction term. However, the expansion of the model to
include PRR7 and PRR9 modified the structure in such a way
that the expression of Y became dominated by its acute light
response term. This led to a single morning peak of Y RNA
determined by the dark to light transition; we hypothesized
that this caused the lack of phase responsiveness to photo-
period. To test this hypothesis, we developed a new model
structure by modifying the regulation of Y expression.

The PRR7-PRR9Light-Y’ network

In this new model structure, we modified the influence of light
on Y (Figure 1C). In the previous models the expression
pattern and function of Y were mostly determined by its acute
light activation term. In order to give more weight to the later
circadian light induced term of Y, we removed its acute light
activation and renamed it Y'.

Indeed, this model structure led to a later peak of Y/ RNA
expression at approximately ZT 6, a circadian peak matching
the function of Y’ as an activator of the evening gene TOCI. It
retained all wild-type basic characteristics, and also correctly

A 3 — — — Y RNA transcription
----- repression rate by LHY
27 repression rate by TOC1
@ 4 5 | 5
8 ol : ! :
g : I :
s 3f : [ : :
& | : I ;
€ 2N T T Tre.— —7 7 7 7]
0 ' ; '
480 492 504 516
Time (h)

528

reproduced the effects of the tocIRNAI, the prr9toc1RNAi and
prr7prr9tocIRNAi mutations (Table I). Whereas the previous
models were unable to predict prr7 and prr9 single mutant
phenotypes, the PRR7-PRRILight-Y’ structure led to the
correct long period phenotypes. This model was still unable
to predict the phenotypes of ccal/lhy single and double
mutants and loss of ZTL (in the model described as dark-
dependent degradation of TOC1 (Mas et al, 2003b), motivating
further modifications.

Interestingly, in contrast to the extended model iterations
analyzed so far, this model was capable of reproducing the
correct periods in constant light conditions. It predicts a
significantly longer period length (1h) under free-running
conditions in constant darkness than in constant light. This is a
characteristic of the Arabidopsis circadian clock that is likely
caused by action of light on the system, indicating that the new
model better reflects the in vivo mechanisms.

In addition, as hypothesized, the changes in the model
structure led to the recovery of the photoperiodic phase
response. This occurred although the TOC1 RNA peak
preceded dusk (Figure 7A and Supplementary Figure 2). The
basis of this response was the modulation of Y’ expression by
day length. Y’ peaked in the middle of the day and shifted its
phase angle depending on the hours of light (Figure 7B). There
is no experimental evidence that TOCI is directly activated by
light but it still responds to the photoperiod, indicating that it is
likely to be regulated by a factor modulated by light.
Interestingly, Y was necessary for the maintenance of rhythms
in this model; a Y’ mutation lost all oscillations after one cycle
in constant light.

Sensitivity analysis

The simulations of knockout and RNAi experiments were
numerical experiments introducing large perturbations to the
system. Sensitivity analyses supplement these experiments by
studying the effects of small parametric perturbations. At
a given time, the state of the system is defined by the
concentration of each of the components. Mathematically, the

B3 — — — Y RNA transcription
----- repression rate by LHY
2 repression rate by TOC1
—_ - [ ;
L1t :
g -
2o [
o
c
i)
i3]
3]
(4]
o
0 . L .
480 492 504 516 528
Time (h)

Figure 6 Y transcriptional activation under light/dark cycles in the PRR7-PRRILight-Y model depends on the peak of TOC1 RNA expression. (A) PRR7-PRRILight-Y
model with an optimized parameter set that achieved a TOC1 RNA peak at ZT 11.2. (B) PRR7-PRRILight-Y model with an optimized parameter set that achieved a
TOC1 RNA peak at ZT 13.8. The continuous line represents the transcriptional activation term of Y transcription. The dashed line represents the repression of Y
transcription by LHY. The broken line represents the repression of Y transcription by TOC1. Transcription rate of Y is comprised of repression by TOC1 and by LHY and

activation by light.
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Figure7 Simulated TOC1 (A) and Y’ RNA (B) levels under light-dark cycles in
the PRR7-PRRILightY” model. The continuous line represents RNA under short
days (8h light/16 h dark), and the dashed line under long days (16 h light/8 h
dark). TOC1 and Y’ phase angles shift dependent on day length and announce
dusk as observed in experimental data.

set of concentrations is referred to as the vector of state
variables, or simply, states. Classical state sensitivity analysis
measures the effects of infinitesimal perturbations upon the
state values (Savageau, 1971; Varma et al, 1999). In mathema-
tical modeling, it has been used to assist the parameter
identification process to fit models to experimental data.

The complexity of biological systems allows them to
maintain characteristic behaviors in spite of environmental
disturbances, such as temperature fluctuations (Csete and
Doyle, 2002). For example, the Arabidopsis plant maintains the
proper phase relationship with the light/dark cycle despite the
lengthening and shortening of daytime. Mathematical models
faithfully representing the biological system, display a similar
robustness. We used sensitivity analysis as a local, quantita-
tive, measure of robustness; the system’s behavior was robust
if it showed relative insensitivity to most parametric perturba-
tions (Kitano, 2002).

The two measures in this study were the traces of
component concentrations over time and phase behavior
(measured by the phase response curve). Because parameters
with low sensitivity supported the argument that the system
was robust, careful attention was paid only to parameters with
high sensitivity. High sensitivity may indicate that the
parameter was meant to convey input, that it was (or should
have been) regulated by other system components, or simply
that our model structure was incorrect (Morohashi et al, 2002).
For example, we expected phase behavior to have moderately
high sensitivity with respect to the parameter representing
light because light was a control input. Another possibility
is that high sensitivity reflects a strong phenotype in the
biological system. For example, we expect genes with
arrhythmic loss of function phenotypes to be sensitive
components in the mathematical model. In addition to making
statements about the robustness of a system to one particular
set of parameters and a single network structure, it has been
shown that sensitivity rankings have been preserved across
varying parameter sets and similar network structures
(Stelling et al, 2004). We therefore performed a systematic
sensitivity analysis of our three model iterations to study the
influence of the structural changes.

Sensitivity analysis of model structure

Classical, or state, sensitivities were calculated to examine
the general robustness properties, capturing the combined
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response of shape, phase, period and amplitude of
the oscillations. In addition to the classical sensitivities,
we computed state variable responses with more global
information by computing sensitivities to large parametric
perturbations, and to a large collection of parameters sets
(for details see the Materials and methods section). The
three methods produced like results (data not shown),
strengthening statements about overall parameter sensitiv-
ities. We rank-ordered the parameters from those with the
greatest effect upon the system to those with the least.
Grouping parameters according to their biochemical function
provided a suitable means for examining the clock (Stelling
et al, 2004). In addition to classifying parameters by function,
we grouped parameters by component (state). To isolate the
analysis of model structure from its interaction with its
environment (via light input), we disregarded light as a
parameter.

The functional analysis for all three models identified RNA
degradation as the most sensitive process of the system
(Supplementary Figure 3). One explanation used the relation
of these kinetic parameters to housekeeping cell regulatory
processes (Stelling et al, 2004). Whereas parameters specific to
the circadian system were designed to tolerate disturbances
(such as changes in input signals), parameters shared with
other processes were not expected to undergo significant
variations. However, recent reports counter that explanation
by suggesting the existence of specific mechanisms for the
degradation of circadian regulated RNAs (Gutierrez et al, 2002;
Lidder et al, 2005). In this case, the high sensitivity of these
parameters could be attributed to lack of regulatory detail
in the model.

Parameters influencing X RNA but not X protein consistently
showed the highest sensitivity in all three models (Figure 8).
This was also observed for the interlocked model (data not
shown). X had been introduced in the interlocked model as an
activator of LHY expression (Locke et al, 2005a) to produce the
delay between the peaks of expression of TOCI and LHY
observed in the experimental data. One interpretation for this
result is the lack of detail in the description of X RNA
regulation. This is consistent with the observation that X is not
essential for oscillations in any of the three studied models.
An essential function would lead to a high sensitivity for X
protein, as observed for Y. This, however, is inconsistent with
experimental data showing that genes involved in the
regulation of CCA1 and LHY expression, such as ELF3, ELF4
and LUX are essential for rhythmicity (Hicks et al, 2001; Doyle
et al, 2002; Hazen et al, 2005). Since X was not behaving like
the known regulators of LHY, it indicates that the model could
be improved through more detailed treatment of the regulation
of LHY/CCA1 expression.

We observed that in all three models, PRR7 was more
sensitive than PRRY. Since both single mutants showed only
small effects on the system behavior, it is likely that this high
sensitivity, particularly that of PRR7 RNA, is due to a lack of
information about PRR7 RNA regulation. It has been shown
experimentally that the expression of PRR7 is not as strongly
influenced by CCA1 and LHY as PRR9 transcription (Farre et al,
2005), indicating that PRR7 is regulated by an additional
mechanism yet to be discovered and introduced into the
model.
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Figure 8 Sensitivity rankings of the Monte-Carlo multi-dimensional analysis for
the PRR7-PRR9-Y model (A), the PRR7-PRRILight-Y model (B) and the PRR7-
PRRILight-Y" model (C). Sensitivity rankings range from 0 (very sensitive) to 1
(not sensitive). Parameters associated with the different components were added
together in a gene-specific manner. m represents parameters associated with the
RNA; c parameters are associated with the cytosolic protein levels, and n
parameters are associated with the nuclear protein levels. Error bars denote
standard deviations of the grouped rankings in the applied Monte-Carlo search of
10000 parameter sets.

Comparison of the parameter sensitivity rankings revealed
distinct differences between the analyzed model structures.
The PRR7-PRR9-Y and PRR7-PRRILight-Y models displayed
low sensitivity to the parameters associated with Y RNA levels.
This is consistent with the observation that in these structures
Y RNA did not respond to external light stimuli, such as
changes in day length. The higher sensitivity of Y protein in the
model, however, indicates that Y played an essential role. In
the PRR7-PRRILight-Y’ model, Y’ RNA was sensitive, reflect-
ing its ability to be modified by light input. This high
sensitivity together with its essential role for rhythmicity in
constant light for all three models, suggests that Y/Y’ reflects a
more complex regulatory mechanism. No activators of TOCI
have been identified so far using mutant screens, indicating
that several redundant or partially redundant factors may be
involved in this process.

Parameters associated with TOC1 displayed an increased
sensitivity in the PRR7-PRR9Light-Y’ model compared to those
in the previous models. This is likely to be the result of the
combination of two effects. First, the high sensitivity of TOC1
RNA coincided with its ability to change phase depending on
the light conditions. Second, loss of TOC1 led to a strong
circadian phenotype (Table I) consistent with the experimental
results (Strayer et al, 2000; Mas et al, 2003a).
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Parameters determining the interactions between TOC1 and
Y’ were among the five most sensitive parameters. This reflects
a system highly dependent on the TOC1/Y’ feedback loop that
is able to sense changes in the environment. The observation
that the simulation of a ccallhy double mutant does not lead
to changes in the oscillations is consistent with a system
structure based on TOC1/Y". Since experimental data show
that ccallhy mutants have severely impaired rhythms under
constant conditions (Alabadi et al, 2002; Mizoguchi et al,
2002), we expect the model to reflect that behavior with a
relatively high sensitivity for LHY. This indicates that further
details about LHY regulation and activity are necessary for
a more accurate representation of the system.

Sensitivity analysis of model response to light

Light was introduced to the system via the parameter ld. This
section studies the influence of Id on the behavior of the PRR7-
PRRILight-Y and PRR7-PRR9Light -Y’ models, elucidating
the fundamental differences between their respective phase
behaviors. The former is strongly controlled by the light
transition at dawn, while the latter is controlled by both dawn
and dusk.

We analyzed the classical state sensitivities to perturbations
of ld. The PRR7-PRR9light-Y model showed an extremely
sensitive response to perturbations of Id, making Iid the most
sensitive parameter for all states (data not shown). This was
not true for PRR7-PRR9Light-Y’, whose components could be
categorized as those sensitive to light (LHY, PRR7, PRR9 and X
protein) and those relatively insensitive to light (TOC1, Y’ and
X RNA) (data not shown). Since, in contrast to TOC1 and Y,
LHY is highly affected by the external light stimulus, the effects
of light are mainly channeled through LHY.

To compare the different timing effects in detail, we turned
from classical state sensitivity measures to those specific to
oscillatory systems (Kramer et al, 1984; Ingalls, 2004; Rand
et al, 2004). An impulse phase response curve (IPRC), derived
from phase sensitivity (Kramer et al, 1984), represents the size
and direction of the phase shift that occurs when the system
undergoes an impulse perturbation. A curve describing phase
shifts due to parametric perturbations is a parametric IPRC,
while one describing phase shifts due to perturbations in state
values is a state IPRC. Both are plotted as relative measures to
ensure fair comparison between different parameters/states
(e.g. a state IPRC reflects the phase shift due to a change in
state value measured as a percentage of its amplitude).

We computed the parametric IPRC’s for both models in
constant darkness. As expected from the results of the state
sensitivity analysis, changes in Id caused significant phase
shifts in the PRR7-PRR9Light-Y model. These shifts were much
larger than those caused by pulses in other parameters, and
were outside the region of experimentally observed behavior
(data not shown). In fact, the system restarted at ZT 0
whenever a light impulse was introduced (Supplementary
Figure 4). In contrast, the PRR7-PRR9Light-Y’ model’s range of
phase resetting was in accordance with the observed behavior
(Figure 9A). The Id IPRC for the PRR7-PRRILight-Y’ model
shared the basic characteristic of experimentally obtained
PRCs (Covington et al, 2001), showing phase delays in the
subjective day and phase advances in the subjective night.
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and subjective night between 12 and 24 h. Phase shifts are given in hours.

This effectively produces a shift towards the closest light-on
transition. It is interesting to notice that this computed PRC
more closely resembled a Type I (weak) resetting pattern than
a Type 0 (strong) resetting pattern, similar to the one reported
for the interlocked model (Locke et al, 2005a).

The parameters with the largest influence on phase in the
PRR7-PRRILight-Y’ model were parameters characterizing the
interaction of TOC1 and Y’ (Figure 8C). We compute the state
IPRC in constant darkness in order to further investigate the
indicated influence of TOC1/Y’ (Figure 9B). The state IPRC
highlights the states with the largest effect on the circadian
phase. It reveals a striking sensitivity to TOC1 nuclear protein,
and a relatively high sensitivity to TOC1 and Y/, in general. In
contrast to the ld parametric IPRCs (Figure 9A), state IPRCs
related to TOC1 and Y’ (Figure 9B) describe phase advances in
the subjective day and phase delays in the subjective night
indicating that these states are sensing the light-to-dark
transition. The modulation of Y and therefore TOC1 by light
leads to a flexible evening sensor regulated by the circadian
clock, whereas morning sensing is mediated by external light
input on LHY. The computed parametric IPRC mirrors these
two effects and their relative importance, while the state IPRC
confirms the circadian regulated mechanism depending on the
circadian peaks of TOC1 and Y’ rather than parameters.

The presented model results in a stronger evening entrain-
ment than morning entrainment, although the Arabidopsis
plant as a light-sensing organism is observed to show a
stronger resetting to the morning (Millar, 2003). This may be
due to the uneven balance between the LHY/TOC1 and the
TOC1/Y’ loop described above.

Discussion

We used mathematical modeling tools to improve the iterative
model development process to include recently identified
genes into the model of the plant clock. In particular, the model
was extended to include the two pseudo-response regulators
PRR7 and PRRY. Three iteration steps were performed to

© 2006 EMBO and Nature Publishing Group

identify a description of the network structure leading to the
best reproduction of experimental results. A phenotype
catalogue was used to systematically validate the model
development. We show that detailed description of the
interaction between network components and between
components and light stimuli had profound effects on the
system’s performance. In addition, sensitivity analysis was
used to highlight the impact of disturbances on the robustness
properties of the system.

All three developed models resulted in oscillations and
circadian peaks for LHY, TOC1, PRR7 and PRRY genes that
correlate well with the experimental data. The parameter
optimization procedure additionally succeeded in reproducing
the long period phenotype of the prr7prr9 double mutation.
The final PRR7-PRR9Light-Y’ model predicted a wide range of
phenotypes including a novel prr7prr9toc1RNAI triple muta-
tion, light entrainment and correct phase responsiveness
to photoperiodic changes. Although a few phenotypes were
still not correctly modeled, detailed analysis of the system
response and parameter sensitivity analysis enabled the
identification of the weak points of the model structure. These
correlate well with gaps in the description of the biological
system indicating where new experimental data are needed
most.

Two specific results indicate that a better description of the
regulation of PRR7 expression is necessary. First, the desired
delay between PRR7 and PRR9 RNA expression observed
under light/dark cycles could not be achieved solely by
introducing light induction of PRR9, indicating that it might be
caused by an effect on PRR7 expression. Second, although in
the studied models the loss of function of PRR7 leads only to a
weak phenotype, parameters associated with PRR7 transcrip-
tion are highly sensitive. This suggests that a more detailed
description of the regulation of PRR7 expression is necessary.
As observed for PRRY, the incorporation of these details in the
model is likely to affect the overall system response.

The simulation of a zt! mutation by halving the dark-
dependent TOC1 protein degradation rates did not lead to any
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phenotype in constant light (Table I), although the period in
constant darkness was lengthened (period in constant darkness
+0.8h). Interestingly, although the prediction was not
quantitatively precise, it reflects the experimental observation
of ztl mutants having a stronger phenotype in constant darkness
than in constant light (Somers et al, 2004). There are two
compatible explanations for these effects. First, the model fails
to weight the dark-dependent term sufficiently. In agreement
with this hypothesis, although the model correctly simulated
TOC1 protein oscillations in both constant light and darkness, it
did not reflect the lower average level in constant dark and the
higher average level in constant light observed experimentally
(Mas et al, 2003b). As noted by Mas et al (2003b), under light/
dark cycles, TOC1 degradation begins at the end of the dark
period suggesting a more complex regulation mechanism than a
simple dark induced protein degradation.

Second, the simulation of a zt! mutation by reducing only
the dark-dependent degradation term of TOC1 protein
represents an oversimplification. Experimental data indicate
that in the zt! mutant, background TOC1 protein fails to cycle
in both constant light and constant darkness (Mas et al, 2003b)
suggesting that ZTL is not only involved in the dark-dependent
degradation of TOC1 but also in the regulation of TOCI1
degradation under constant light. Since the simulation of
halving the dark-independent degradation rate of TOCI1
protein and reducing the dark-dependent degradation by
one-fourth, however, led to the correct tendency of a longer
period in constant light conditions (period in constant light
+ 0.4 h, data not shown), the model endorses this dual role
for ZTL.

In spite of correctly predicting several phenotypes, none of
the developed models was able to predict the ccal/lhy mutant
phenotype (Table I). This contrasts with the capacity of the
interlocked model to reproduce this phenotype (Table I; Locke
et al, 2005a). This discrepancy reflects the differences between
the modeling strategies presented in this work and the one
used by Locke et al (2005a). In order to increase our prediction
capacity, we chose a minimal number of optimization
characteristics and did not include the double mutant
phenotype in the optimization procedure as had been done
for the development of the interlocked model. Since the
proposed model structures failed to reproduce this phenotype,
we carried out a detailed analysis in order to determine the
reasons for this failure and suggest further modifications.

The basic structure common in all the studied models results
in a system that is primarily regulated by the TOC1/Y(Y’)
feedback loop, and, therefore, does not account for the ccal/
lhy single or double mutants (Table I). The long period
phenotype in the prr7prr9 double mutant in the model as in the
experimental data was caused by the elevated levels of LHY/
CCA1 expression (Farre et al, 2005; Supplementary Figure 1).
This shows that the system was able to react to changes in LHY
levels and therefore expected to achieve at least a qualitative
prediction of the ccallhy double mutant. Sensitivity analyses
(Figure 8) highlighted the fact that the model relies heavily
on the TOC1/Y’ feedback loop, which is able to cycle in the
absence of LHY. One possible explanation might be that
CCAIl and LHY are not as completely redundant as they
have been modeled, thus a double mutation in planta is likely
to eliminate a more complex structure than what has
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been modeled so far. It has also been recently reported that
the CCAI and LHY expression is differentially regulated (Gould
etal, 2006). This additional level of complexity still needs to be
better defined experimentally to be added to the model.

The large difference in amplitude observed for LHY and the
PRR’s between light-dark cycles and constant light conditions
is a further indicator for a lack of information on LHY
activation. The induction of LHY under entrained conditions
relies heavily on the acute light response at the light to dark
transition. This leads to a more severe attenuation in
amplitude when transferring the system from light-dark cycles
(acute effect) to constant light (no acute effect) than
experimentally observed. PRR7 and PRRY, relying on LHY as
their only activator, are affected by this amplitude attenuation
and result in low amplitude oscillations themselves. The
balance between the acute induction of LHY and other factors
will change once a better description of LHY regulation is
available. Together with further progress in the light signaling
pathway, this will significantly affect the amplitude effects
between entrained and free-running conditions.

The component X as the activator of LHY was poorly
described by the model leading to the high sensitivity value for
parameters associated with X expression. There are several
candidate genes that peak in the evening/night that are good
candidates for X such as ELF3, ELF4 and LUX. Presently, it is
difficult to hypothesize a mechanism for their activity because
they all share the basic characteristics of being necessary for
LHY/CCA1 expression and causing arrhythmicity under
constant light conditions when mutated (Hicks et al, 1996;
Covington et al, 2001; Hicks et al, 2001; Doyle et al, 2002;
Hazen et al, 2005; Onai and Ishiura, 2005). Since all candidates
are essential for rhythmicity, this might indicate that the
current model lacks a significant part of the necessary
structure. The essential role of X, however, will be tightly
linked to the achievement of the correct prediction for a
ccallhy double mutation.

In summary, like most circadian models studied so far
(Leloup et al, 1999; Tyson et al, 1999; Ruoff et al, 2001; Forger
and Peskin, 2003; Leloup and Goldbeter, 2003; Smolen et al,
2004), our model does not predict every single characteristic of
the system, but it created a framework where new components
can be easily added and their effects analyzed. It is interesting
to note that the correct phenotypic characteristics are kept
through several model iterations indicating that the model
development is proceeding in the correct direction.

We have also shown how system dynamical analysis
provides insight into particular functionalities and guides
model development as exemplified by the analysis of Y/Y"
Modeling allows for the visualization of particular rates and
timing, for example, of transcriptional activation or inhibition,
exploiting the actual advantage offered through mathematical
modeling. This type of analysis led to the revelation of distinct
functions for Y. Y/Y’ is essential for oscillations as an activator
of TOC1 and transmitter of light signals. Mutations in Y/Y’
quickly lead to arrhythmicity in constant light, but not in
constant darkness. Y/Y’ expression in the later day was the key
for realizing a photoperiodic response and reproducing the
correct periods in free running conditions, two important
characteristics of the plant circadian clock achieved by the
final model.
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Our results suggest that two light-sensing mechanisms are
necessary to achieve the phase entrainment and the free-
running periods by regulating the effect of light on phase
advances and delays. Evening sensing was not realized by a
mechanism that detects the light to dark transition in a way
analogous to the acute light responsive protein, but by
components that track continuous light at the end of the day,
in our model TOC1 and Y’. This is consistent with the idea that
plants share parametric and nonparametric entrainment
mechanisms (Millar, 2003). It is known that a complex
interaction of photoreceptor signaling pathways regulate the
light input to the clock (Millar et al, 1995; Devlin and Kay,
2000; Millar, 2003). In addition, the circadian clock in plants is
able to gate the light input, it receives and it has been shown
that ELF3 plays a role in this mechanism (McWatters et al,
2000; Covington et al, 2001).The Arabidopsis circadian clock
models, built so far, do not include a gating factor. The PRR7-
PRRIlight-Y’ model was still able to achieve a PRC similar to
the ones measured experimentally (Covington et al, 2001;
Locke et al, 2005a). This might be due to the fact that light
input on Y is limited by TOC1 repression at the end of the day
and the unrepressed light input on PRR9 has little influence on
the overall system since it modulates the weaker LHY feedback
loop. The resulting model, thus, does not need additional
gating yet. More and detailed experimental data on the
hypothesized light mechanisms, however, will be indispen-
sable in order to assess this part of the model in the future.

Sensitivity analysis in the Arabidopsis system has confirmed
the relation between structure and robustness properties
developed in the models for Drosophila circadian clocks
(Stelling et al, 2004). The resulting sensitivity rankings reflect
applied changes in the model structure in the shape of TOC1
and influence of Y, but also conserve structural similarities, the
sensitivity of X and PRR7 RNA for instance. By validating
models and, more important, by identifying model weak-
nesses, sensitivity analysis represents a new tool to guide
iterative model development. PRC analysis identified phase-
sensing structures and will be essential in approaching a better
representation of the entrainment mechanisms in future
modeling.

The model of the circadian clock in Arabidopsis thaliana is
still far from incorporating the entire data set provided by
genetics. The goal is to be able to readily incorporate new
experimental data in order to achieve a good predictive model
of the studied system. The method and tools proposed herein
improve this procedure by efficiently using the possibilities of
mathematical modeling in a systematic approach. We have
determined the strengths and weaknesses of the current model
giving indication to further experiments necessary for its
improvement. Finally, we show how mathematical modeling
helps visualize genetic mechanisms that can explain general
characteristics of circadian clocks such as entrainment.

Materials and methods

Computational methods

Models were implemented in MATLAB (Mathworks, Cambridge, UK)
using Michaelis-Menten and Hill kinetics for transcription and
degradation rates (see Supplementary information). As there is little
data available to determine reaction rates explicitly, parameter fitting
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has become an important issue in mathematical modeling. Our model
parameters were estimated applying an ES that minimizes a cost
function, mainly based on wild-type characteristics. As the modeling
goal of this study was to incorporate PRR7 and PRRY, the long period
effect of the prr7prr9 double mutant was included in the cost function.
The 24-h LD period is the most weighted term, then phase relation-
ships of identified genes to light-dark cycles with more effort on the
circadian peaks of TOC1 and LHY. Periods in constant light, constant
darkness and the double mutant are equally weighted. The broadness
of a peak is used as an indicator for degradation rates, the amplitude
size, to assure detectable oscillations. The least weighted terms form
standard deviations for oscillation sizes and peak phases. By mainly
basing the optimization on wild-type behavior and accounting for the
correct period dimension in constant light conditions, the systematic
phenotype analysis in constant light can be used to effectively evaluate
the proposed model structure.

The optimization algorithm was initialized with oscillatory solu-
tions resulting from a random search of 10000 parameter sets in
parameter space. Rhythms were demanded for free-running conditions
and light/dark cycles. The ES is an established optimization technique
that is based on the principles of evolution and adaptation (Weicker,
2002). It is distinguished from the evolutionary algorithm, by using
strategy parameters to adapt the step size or mutation strength during
the routine, the so-called self-adaptation. By using a population-based
algorithm, attraction to local minima is reduced. The optimal
parameter set found in the ES is further refined using a Hill procedure,
a local optimizer that tracks the minimum in the environment of the
starting point.

The random search was carried out by running the MATLAB code
on a cluster, consisting of 47 x 2.8 GHz CPUs, using the Distributed
Computing Toolbox. The MATLAB code for the optimization was
compiled into C and executed on a 2.39 GHz Intel Pentium 4 CPU.

Sensitivity analysis

State sensitivities

Parameter sensitivities measure the quantitative impact of perturba-
tions in system parameters on characteristic system properties.
A single parameter often captures a system of underlying reactions
and in this case the sensitivity reflects the properties towards the
underlying control mechanisms. The circadian clock model is a
dynamical system that is represented by ordinary differential
equations of the form

& fx(0.)

Classical state sensitivities along a specific state trajectory are defined
by

_ ox

S0 =3,

Three different kinds of sensitivities are calculated:

1. Classical sensitivities, where S(t) contains the sensitivity coeffi-
cients

2. One-dimensional sensitivities: scalar perturbations
For each trial, one parameter is perturbed up by 40%. After the
system has reached the new limit cycle, classical sensitivity
coefficients are computed. The process is repeated with the
parameter perturbed down by 40%.

3. Monte Carlo multi-dimensional sensitivities: vector perturbations
A new parameter set is chosen by allowing each of the nominal
values to vary 5% up, 5% down or to remain unchanged. After the
limit cycle determined by this set parameter set is reached, classical
sensitivity coefficients are computed. This is repeated 10 000 times,
excluding all non-oscillatory cases.

Classical sensitivities measure local properties, whereas one-dimen-
sional or multidimensional sensitivities allow for more globally valid
conclusions. The three measures were well-correlated, indicating that
the robustness properties of the chosen parameter set are not locally
unique, but rather relate to the model structure. All sensitivity rankings
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are computed using the BioSens toolkit (www.chemengr.ucsb.edu/
~ ceweb/faculty/doyle/biosens/BioSens.htm).

Timing sensitivities
IPRCs predict the shift in phase due to a perturbation in either a
parameter or a state (Taylor, Doyle III, Petzold, unpublished material).
Phase is labeled ¢ and measures time. In the Y’ model LHY RNA peaks
1h after dawn, so we associate ¢p=1 with the time at which LHY RNA
peaks. If a system undergoes a phase advance of size A¢, then, once
the system has settled, the peak of LHY RNA will occur 1—-A¢ hours
after dawn.

The state IPRC at time t predicts a phase shift due to an
instantaneous change in the value of state x; at time ¢:

IPRC(t) = g—fi (t)

and the relative IPRC (shown in the figures) is

relative IPRC(t) = %(t) - amplitude(xi)

i

The parametric IPRC measures a phase shift due to an infinitesimally
small perturbation in parameter p that lasts an infinitesimally short
amount of time:

_d o

IPRC(t) = >

()

and the relative IPRC (shown in the figures) is

_dop

relative IPRC(t) = T %

(t)-p

unless p=0 (in which case we use the IPRC).
We computed the IPRC’s using Matlab code.

Experimental procedures

The Arabidopsis thaliana prr7-3 and prr9-1 T-DNA insertion lines
(http://signal.salk.edu; prr7-3 is SALK_030430, prr9-1 is SALK_07551,
here called prr7 and prr9, respectively), and the homozygous line
TOC1RNAIi #65 with the CCR2::luc reporter (Mas et al, 2003a) were
used to generate the double mutant prr9TOCIRNAi and the triple
mutant prr7prr9TOCIRNAQ. The triple mutant was generated by
crossing the double-mutant prr7-3prr9-1 (Farre et al, 2005) to the
TOCIRNAI line. All lines are in the Colombia-0 (Col) background.
Homozygous F4 lines were used for the circadian rhythms analysis.
Seedlings were grown on Murashige and Skoog medium (Murashige
and Skoog, 1962) with 0.8% agar and 3% sucrose for 6 days in light/
dark cycles (12 h light, 12 h dark; 70 umol m~%s~!). Bioluminescence
rhythms of single seedlings under constant light conditions were
analyzed as previously described (Millar et al, 1995). Period length
was estimated using FFT-NLLS program (Millar et al, 1995; Plautz et al,
1997).

Expression analysis by reverse transcriptase-
mediated PCR

RNA extraction, cDNA synthesis and real-time PCR detection were
performed as described in Farre et al (2005). The gene IPP2
(isopentenyl:pyrophosphate:dimethyllallyl pyrophosphate isomerase,
AT3G02780) was used as normalization control. The primers for PRR9
detection were described in Farre et al (2005). The following primers
and probe were used for the detection of PRR7 expression:

Probe 5'-CCGAGTTGATAGCACTTGCGCCCA-3/,

F 5'-TGATGGGACACTAGTTAGGGATGA-3/,

R 5-GGCTGGATTATACCTTGAGAAAGC-3'.
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Note added in proof

In a simultaneous publication in Molecular Systems Biology,
Locke et al also describe an extension of the interlocked model
to a three-loop network by adding PRR7/PRRY and further
investigate their suggestion of GIGANTEA as a candidate for Y
(Locke et al, 2006).

Supplementary information

Supplementary information is available at the Molecular
Systems Biology website (wWww.nature.com/msb).

Acknowledgements

We thank Linda Petzold, Neda Bagheri, Ghislain Breton, Rudiyanto
Gunawan, Sam Hazen and the Kay lab members for helpful comments
and useful discussions. This work was supported by the Institute for
Collaborative Biotechnologies through Grant DAAD19-03-D-0004 from
the US Army Research Office (FJD), IGERT NSF grant DGE02-21715
(FJD), by NIH Grant #GM56006 (SAK), by NIH Grant #GM067837
(SAK), and by a postdoctoral fellowship from Human Frontier Science
Program to EMF. This is manuscript # 18214-BC of The Scripps
Research Institute.

References

Alabadi D, Oyama T, Yanovsky MJ, Harmon FG, Mas P, Kay SA (2001)
Reciprocal regulation between TOC1 and LHY/CCA1l within the
Arabidopsis circadian clock. Science 293: 880-883

Alabadi D, Yanovsky MJ, Mas P, Harmer SL, Kay SA (2002) Critical role
for CCAl and LHY in maintaining circadian rhythmicity in
Arabidopsis. Curr Biol 12: 757-761

Covington MF, Panda S, Liu XL, Strayer CA, Wagner DR, Kay SA (2001)
ELF3 modulates resetting of the circadian clock in Arabidopsis.
Plant Cell 13: 1305-1315

Csete ME, Doyle JC (2002) Reverse engineering of biological
complexity. Science 295: 1664-1669

Devlin PF, Kay SA (2000) Cryptochromes are required for phytochrome
signaling to the circadian clock but not for rhythmicity. Plant Cell
12: 2499-2510

Ditty JL, Williams SB, Golden SS (2003) A cyanobacterial circadian
timing mechanism. Annu Rev Genet 37: 513-543

Doyle JC, Francis BA, Tannenbaum AR (1992) Feedback Control
Theory. New York, USA: Macmillan Publishing Company

Doyle MR, Davis SJ, Bastow RM, McWatters HG, Kozma-Bognar L,
Nagy F, Millar AJ, Amasino RM (2002) The ELF4 gene controls
circadian rhythms and flowering time in Arabidopsis thaliana.
Nature 419: 74-77

Dunlap JD, Loros JJ, DeCoursey PJ (eds.) (2004) Chronobiology:
Biological Timekeeping. Sunderland, MA: Sinauer Associates, Inc.

Farre EM, Harmer SL, Harmon FG, Yanovsky MJ, Kay SA (2005)
Overlapping and distinct roles of PRR7 and PRR9 in the Arabidopsis
circadian clock. Curr Biol 15: 47-54

Forger DB, Peskin CS (2003) A detailed predictive model of
the mammalian circadian clock. Proc Natl Acad Sci USA 100:
14806-14811

Glass L, Kauffman SA (1973) The logical analysis of continuous, non-
linear biochemical control networks. J Theor Biol 39: 103-129

Gould PD, Locke JC, Larue C, Southern MM, Davis SJ, Hanano S,
Moyle R, Milich R, Putterill J, Millar AJ, Hall A (2006) The
molecular basis of temperature compensation in the Arabidopsis
circadian clock. Plant Cell 18: 1177-1187

Gutierrez RA, Ewing RM, Cherry JM, Green PJ (2002) Identification of
unstable transcripts in Arabidopsis by cDNA microarray analysis:

© 2006 EMBO and Nature Publishing Group



rapid decay is associated with a group of touch- and specific clock-
controlled genes. Proc Natl Acad Sci USA 99: 11513-11518

Harmer SL, Hogenesch JB, Straume M, Chang HS, Han B, Zhu T,
Wang X, Kreps JA, Kay SA (2000) Orchestrated transcription of
key pathways in Arabidopsis by the circadian clock. Science 290:
2110-2113

Harmer SL, Panda S, Kay SA (2001) Molecular bases of circadian
rhythms. Annu Rev Cell Dev Biol 17: 215-253

Hazen SP, Schultz TF, Pruneda-Paz JL, Borevitz JO, Ecker JR, Kay SA
(2005) LUX ARRHYTHMO encodes a Myb domain protein essential
for circadian rhythms. Proc Natl Acad Sci USA 102: 10387-10392

Hicks KA, Albertson TM, Wagner DR (2001) EARLY FLOWERING3
encodes a novel protein that regulates circadian clock function and
flowering in Arabidopsis. Plant Cell 13: 1281-1292

Hicks KA, Millar AJ, Carre IA, Somers DE, Straume M, Meeks-Wagner
DR, Kay SA (1996) Conditional circadian dysfunction of the
Arabidopsis early-flowering 3 mutant. Science 274: 790-792

Ingalls BP (2004) Autonomously oscillating biochemical systems:
parametric sensitivity of extrema and period. IEE Systems Biol 1:
62-70

Ito S, Nakamichi N, Matsushika A, Fujimori T, Yamashino T, Mizuno T
(2005) Molecular dissection of the promoter of the light-induced
and circadian-controlled APRRY gene encoding a clock-associated
component of Arabidopsis thaliana. Biosci Biotechnol Biochem 69:
382-390

Kitano H (2002) Systems biology: a brief overview. Scierice 295: 1662-1664

Kramer M, Rabitz H, JM C (1984) Sensitivity analysis of oscillatory
systems. Appl Math Mod 8: 328-340

Leloup JC, Goldbeter A (2003) Toward a detailed computational model
for the mammalian circadian clock. Proc Natl Acad Sci USA 100:
7051-7056

Leloup JC, Gonze D, Goldbeter A (1999) Limit cycle models for
circadian rhythms based on transcriptional regulation in
Drosophila and Neurospora. J Biol Rhythms 14: 433-448

Levine W (1996) The Control Handbook. Boca Raton, FL: CRC Press

Lidder P, Gutierrez RA, Salome PA, McClung CR, Green PJ (2005)
Circadian control of messenger RNA stability. Association with a
sequence-specific messenger RNA decay pathway. Plant Physiol
138: 2374-2385

Locke JCW, Southern MM, Kozma-Bognar L, Hibberd V, Brown PE,
Turner MS, Millar AJ (2005a) Extension of a genetic network model
by iterative experimentation and mathematical analysis. Mol Syst
Biol 1: 13

Locke JCW, Millar AJ, Turner MS (2005b) Modelling genetic networks
with noisy and varied experimental data: the circadian clock in
Arabidopsis thaliana. J Theor Biol 234: 383-393

Locke JCW, Kozma-Bognar L, Gould PD, Fehér B, Kevei E, Nagy F,
Turner MS, Hall A, Millar AJ (2006) Experimental validation of a
predicted feedback loop in the multi-oscillator clock of Arabidopsis
thaliana. Mol Syst Biol 2: 59

Makino S, Matsushika A, Kojima M, Oda Y, Mizuno T (2001) Light
response of the circadian waves of the APRR1/TOC1 quintet: when
does the quintet start singing rhythmically in Arabidopsis? Plant
Cell Physiol 42: 334-339

Mas P, Alabadi D, Yanovsky MJ, Oyama T, Kay SA (2003a) Dual role of
TOC1 in the control of circadian and photomorphogenic responses
in Arabidopsis. Plant Cell 15: 223-236

Mas P, Kim WY, Somers DE, Kay SA (2003b) Targeted degradation of
TOC1 by ZTL modulates circadian function in Arabidopsis
thaliana. Nature 426: 567-570

McWatters HG, Bastow RM, Hall A, Millar AJ (2000) The ELF3
zeitnehmer regulates light signalling to the circadian clock. Nature
408: 716-720

Millar AJ (2003) A suite of photoreceptors entrains the plant circadian
clock. J Biol Rhythms 18: 217-226

Millar AJ, Straume M, Chory J, Chua NH, Kay SA (1995) The regulation
of circadian period by phototransduction pathways in Arabidopsis.
Science 267: 1163-1166

© 2006 EMBO and Nature Publishing Group

Mathematical modeling of the Arabidopsis circadian clock
MN Zeilinger et a/

Mizoguchi T, Wheatley K, Hanzawa Y, Wright L, Mizoguchi M,
Song HR, Carre IA, Coupland G (2002) LHY and CCA1 are partially
redundant genes required to maintain circadian rhythms in
Arabidopsis. Dev Cell 2: 629-641

Morohashi M, Winn AE, Borisuk MT, Bolouri H, Doyle J, Kitano H
(2002) Robustness as a measure of plausibility in models of
biochemical networks. J Theor Biol 216: 19-30

Murashige T, Skoog F (1962) A revised medium for rapid growth
and bio assays with tobacco tissue cultures. Physiol Plant 15:
473-497

Nakamichi N, Ito S, Oyama T, Yamashino T, Kondo T, Mizuno T (2004)
Characterization of plant circadian rhythms by employing
Arabidopsis cultured cells with bioluminescence reporters. Plant
Cell Physiol 45: 57-67

Novak B, Tyson JJ (1997) Modeling the control of DNA replication in
fission yeast. Proc Natl Acad Sci USA 94: 9147-9152

Onai K, Ishiura M (2005) PHYTOCLOCK 1 encoding a novel GARP
protein essential for the Arabidopsis circadian clock. Genes Cells 10:
963-972

Plautz JD, Straume M, Stanewsky R, Jamison CF, Brandes C,
Dowse HB, Hall JC, Kay SA (1997) Quantitative analysis of
Drosophila period gene transcription in living animals. J Biol
Rhythms 12: 204-217

Rand DA, Shulgin BV, Salazar D, Millar AJ (2004) Design principles
underlying circadian clocks. J Roy Soc Interface 1: 19-30

Ruoff P, Vinsjevik M, Monnerjahn C, Rensing L (2001) The Goodwin
model: simulating the effect of light pulses on the circadian
sporulation rhythm of Neurospora crassa. J Theor Biol 209:
29-42

Salome PA, McClung CR (2004) The Arabidopsis thaliana clock. J Biol
Rhythms 19: 425-435

Salome PA, McClung CR (2005) PSEUDO-RESPONSE REGULATOR 7
and 9 are partially redundant genes essential for the temperature
responsiveness of the Arabidopsis circadian clock. Plant Cell 17:
791-803

Savageau MA (1971) Parameter sensitivity as a criterion for evaluating
and comparing the performance of biochemical systems. Nature
229: 542-544

Smolen P, Baxter DA, Byrne JH (2000) Mathematical modeling of gene
networks. Neuron 26: 567-580

Smolen P, Hardin PE, Lo BS, Baxter DA, Byrne JH (2004) Simulation
of Drosophila circadian oscillations, mutations, and light
responses by a model with VRI, PDP-1, and CLK. Biophys J 86:
2786-2802

Somers DE, Schultz TF, Milnamow M, Kay SA (2000) ZEITLUPE
encodes a novel clock-associated PAS protein from Arabidopsis.
Cell 101: 319-329

Somers DE, Kim WY, Geng R (2004) The F-box protein ZEITLUPE
confers dosage-dependent control on the circadian clock,
photomorphogenesis, and flowering time. Plant Cell 16: 769-782

Stanewsky R (2003) Genetic analysis of the circadian system in
Drosophila melanogaster and mammals. J Neurobiol 54: 111-147

Stelling J, Gilles ED, Doyle III FJ (2004) Robustness properties
of circadian clock architectures. Proc Natl Acad Sci USA 101:
13210-13215

Strayer C, Oyama T, Schultz TF, Raman R, Somers DE, Mas P, Panda S,
Kreps JA, Kay SA (2000) Cloning of the Arabidopsis clock gene
TOC1, an autoregulatory response regulator homolog. Science 289:
768-771

Tomlin CJ, Axelrod JD (2005) Understanding biology by reverse
engineering the control. Proc Natl Acad Sci USA 102: 4219-4220

Tyson JJ, Hong CI, Thron CD, Novak B (1999) A simple model of
circadian rhythms based on dimerization and proteolysis of PER
and TIM. Biophys J 77: 2411-2417

Varma A, Morbidelli M, Wu H (1999) Parametric Sensitivity in
Chemical Systems. Cambridge, UK: Cambridge University Press

Weicker K (2002) Evolutiondre Algorithmen. Germany: Teubner,
Stuttgart

Molecular Systems Biology 2006 13



